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Abstract

There is growing evidence that people often form beliefs from selected samples as if these were
representative, a cognitive bias known as selection neglect. We study selection neglect in policing,
a domain where officers routinely form crime predictions from selected crime data: only a subset of
crime events becomes observable, and observability endogenously varies across locations and groups,
with minorities being over-selected into crime data. If police officers form beliefs by taking selected
data at face value rather than adjusting for the selection process, biased data can become biased
crime predictions. We conduct a lab-in-the-field experiment with senior police officers in Colombia,
eliciting crime predictions directly while exogenously varying the selection of crime data. We find that
officers substantially neglect data selection, leading to large and economically meaningful prediction
errors. A series of treatments show that neglect reflects representational failures rather than lack
of information or computational capacity, so that providing information or unbiased advice does not
eliminate neglect. Neglect maps selection bias into prediction bias: when selection is asymmetric across
groups, neglect generates systematically biased crime beliefs; when data selection is endogenous to past
predictions, neglect produces persistent and self-reinforcing belief distortions. Our results provide a
micro-foundation for statistical discrimination in crime beliefs, demonstrating how biased predictions
can arise mechanically from selected data even in the absence of preferences or stereotypes.
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I Introduction

Consider how people form beliefs about the political views of others. The opinions you observe are not
a random sample of society, but a selected subset shaped by who your friends are, which accounts you
follow on social media, and which media you consume. As your beliefs evolve, they can in turn influence
this selection by changing who you engage with or what information you are exposed to, creating echo
chambers. Similar selection processes arise whenever data are generated endogenously by past predictions
rather than randomly sampled from the world. A growing experimental literature shows that people often
fail to account for such selection when forming beliefs, treating observed data as if it were representative
of the underlying environment (Brundage et al., 2024; DellaVigna & Kaplan, 2007; Enke, 2020). This
cognitive failure, known as selection neglect, maps selection bias directly into belief bias. Despite its
potential importance for inference, however, we still know little about how selection neglect operates
among experts, what mechanisms sustain it, or how it affects data-driven institutions.

Policing provides a particularly revealing setting to study selection neglect because it increasingly
relies on crime data to make crime predictions and guide enforcement (Brayne, 2020). At the same
time, observed crime data is not a representative sample of the underlying crime. Observability differs
systematically across groups and locations, and is often endogenous to past predictions and enforcement
decisions (Chen et al., 2023; Gongalves, Mello, & Weisburst, 2025). These features imply that the data
used to infer crime patterns are both asymmetrically and endogenously generated. Importantly, learning
from selected data is not a challenge unique to human decision-makers: a growing literature documents
that predictive algorithms trained on crime data reproduce its selection bias (Arnold et al., 2021, 2025).
Policing is thus a case of a more general inference problem: when predictions are formed from data
that are asymmetrically selected across groups and selection is neglected, belief distortions can arise
even in the absence of animus. In this sense, selection neglect provides a micro-foundation for statistical
discrimination in policing. For these reasons, policing is not only a relevant policy domain, but also a
canonical setting to study how practitioners form beliefs from endogenously selected data.

Despite the centrality of selected crime data in policing, direct evidence on how officers form beliefs
from such data remains scarce. How police officers interpret crime data when forming beliefs is not directly
observed in administrative records, which capture enforcement actions rather than the predictions that
inform them. Identifying selection neglect from observational data would require exogenous variation
in the selection of crime data that is unrelated to officers’ behavior and to underlying crime, so that
changes in observed decisions could be attributed to inference rather than to incentives, constraints, or
strategic considerations. In practice, such variation is difficult to obtain. Selection into crime data is often
shaped by policing itself through patrol allocation, stops, and arrests, and even when driven by citizen
reporting, reporting behavior responds to police presence and trust (Ang et al., 2025). Moreover, changes
in observability affect criminal behavior (Gongalves, Jacome, & Weisburst, 2025), so shifts in selection
rarely leave crime unchanged. As a result, although empirical research has documented selection bias
in crime data and theory has linked it to statistical discrimination, direct evidence on whether and how
police officers neglect data selection when forming crime beliefs remains elusive.

In this paper, we address this challenge using a lab-in-the-field experiment with senior officers of
the National Police of Colombia. This setting is particularly well suited to study selection neglect in
policing. Captains in the National Police are responsible for forming crime predictions based on reported



crime data, this is, crime data generated through citizen reporting, to allocate police resources across
space and time. Selection through citizen reporting has several advantages for studying belief formation:
it is transparent to officers, plausibly exogenous to their short-run decisions, and reporting bias is well
documented through victimization surveys (DANE, 2023). Officers are therefore used to working with
selected data, and many are aware that reported crime is an imperfect measure of underlying crime,
allowing us to study whether data selection is nevertheless neglected at the belief-formation stage.

Our design mirrors the core inference problem officers face in the field. Crime is selectively observed,
reported crime is the primary data source, and reporting rates vary across locations. In each round of
the Crime Prediction Task, officers observe the number of crime reports in two abstract neighborhoods
and are incentivized to predict which neighborhood experienced more underlying crime (unobserved to
participants) based on this selected data. Crucially, officers know the data-generating process and observe
the reporting rate: the probability that a crime is reported in each neighborhood. As a result, higher
reported crime does not mechanically imply higher true crime, and correct inference requires adjusting
for observability. By exogenously varying reporting rates within-subjects while holding underlying crime
constant, the design allows us to identify whether officers account for selection or instead take reported
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crime at face value." The design isolates selection neglect in crime inference while abstracting from

informational constraints —officers know the reporting rates of each area— and taste-based motives.

We find robust evidence that police officers neglect selection when making predictions from crime
data. The experimental design generates two types of decisions: cases where the area with more reports
is also the area with more crime, so the naive and the selection-adjusted predictions are identical; and
cases where adjusting for selection is necessary to identify the area with more crime. Because selection is
exogenously varied, comparing prediction accuracy across these two cases isolates selection neglect from
other inference errors. This comparison shows large and consequential mistakes. Officers make the correct
prediction in 77% of decisions where adjusting for selection does not affect the optimal choice, but in only
41% of decisions where accounting for selection is required. These errors are not trivial: selection neglect
leads officers to incur prediction errors equivalent to roughly 40% of the average crime gap between areas.
The pattern is widespread across officers and is not driven by poor numeracy or confusion about the task.
Moreover, because officers are systematically more likely to predict higher crime in areas where crime is
more observable, these results show that selection neglect maps selection bias in crime data into biased

crime predictions.

Failing to adjust for selection in crime data is consistent with two broad mechanisms. One possibility
is that selection never enters the officer’s mental model of the inference problem. If reported crime is
treated as a complete measure of underlying crime, adjustment will never be attempted. We test this
extensive-margin mechanism directly by allowing officers to choose which information to view before
making a prediction. We find that 36% of officers choose not to view reporting rates when given the
option, indicating that selection does not enter their inference problem at all. This behavior is not driven
by confusion or inability. Officers who ignore reporting rates perform similarly to others in decisions where
adjustment is not required, and neglect persists even among those who demonstrate full understanding
of the task. Instead, extensive-margin neglect varies systematically with experience. Officers whose most

IFor example, if neighborhood A receives more reports than neighborhood B but has a substantially higher reporting
rate, accounting for selection reverses the correct prediction.



recent assignment involved analyzing reported crime data to make predictions and allocate patrols are
significantly more likely to view reporting rates than officers in administrative roles. Together with the
finding that experimentally increasing the salience of reporting rates does not reduce neglect, this pattern
points to top-down mental models that exclude data selection, rather than bottom-up inattention, as a

central driver of extensive-margin selection neglect.

Even when selection enters officers’ inference problem, many fail to adjust correctly for it. This
indicates that extensive-margin neglect cannot fully account for the observed errors. Conditional on
recognizing that reported crime is selectively observed, two mechanisms could explain persistent neglect
at this intensive margin. First, officers may hold incorrect mental models of how selection distorts reported
crime data and therefore fail to apply the appropriate adjustment. Second, officers may understand the
adjustment in principle but find it costly to implement, reverting to simpler heuristics when computation
is effortful. The evidence suggests that incorrect mental models play a central role. Officers with better
knowledge of reporting bias and lower confidence in the representativeness of reported crime data are
substantially more likely to adjust correctly for selection, while those who view reported crime as largely
reliable exhibit large accuracy losses even when selection is salient. At the same time, there is evidence
that computation is costly: adjusting for selection increases response times, and many officers adjust
only intermittently across selection-sensitive decisions despite performing well when adjustment is not
required. Therefore, our evidence is consistent with both incorrect mental models and computational
frictions playing a role in neglect.

Algorithmic advice provides a sharp diagnostic test of which of these two mechanisms drive the inten-
sive margin of neglect. We randomly assign officers to receive algorithmic advice that either adjusts for
selection or takes reported crime at face value, and inform officers of which algorithm is assigned to them.
If the primary barrier were computation, recommendations that correct for selection should substantially
reduce errors by eliminating the need to perform the adjustment. Instead, we find that neglecting officers
frequently override correcting algorithmic recommendations precisely when those recommendations con-
tradict their inference rule. In contrast, these officers are more likely to follow algorithms that validate
their neglecting heuristic. This pattern indicates that selection neglect is a fundamentally representational
problem. Officers do not ignore selection because it is unavailable or insufficiently salient, but because
it does not enter their inference problem in the appropriate way. As a result, interventions based on
information provision or unbiased advice may fail to change beliefs and can be overridden when they

conflict with existing mental models.

Having established that selection neglect defines a mapping from selection bias in observed data to
bias in crime predictions, we next examine how this inference error interacts with the structure of the
selection environment. Crime data selection commonly exhibits two features: it is asymmetric across
groups, with some groups overrepresented in observed crime data, and it is endogenously generated
by enforcement decisions guided by that same data. If selection neglect remains stable across these
environments, it can mechanically translate these features of data selection into belief distortions. To test
this implication directly, we exogenously vary the selection environment while holding underlying crime
constant. When selection is asymmetric across groups, neglect maps this asymmetry into systematically
biased crime predictions: officers become significantly more likely to predict higher crime in the group
where crime is more observable, even though true crime is identical across these abstract groups. When



selection is endogenous to past predictions, this mapping generates dynamic feedback: initial prediction
errors affect future observability, which in turn reinforces subsequent beliefs. As a result, officers exhibit
persistent, self-reinforcing cycles of bias in crime predictions. Taken together, these findings show that
selection neglect does not merely generate isolated inference errors, but maps the selection environment
into systematic and persistent belief distortions. Our results therefore provide a micro-foundation for
statistical discrimination in crime beliefs: biased predictions can arise mechanically from selected data,
even in the absence of preferences or stereotypes.

This paper contributes to the literature on selection neglect by documenting its prevalence and mech-
anisms among expert practitioners. A growing experimental literature shows that individuals often fail to
account for data selection in laboratory settings (Ali et al., 2021; Araujo et al., 2021; Barron et al., 2024;
Enke, 2020; Esponda & Vespa, 2018; Jin et al., 2021). However, it remains unclear how this bias operates
in professional contexts where decision-makers routinely work with selected data, with prior work finding
inconsistent results (Koehler & Mercer, 2009; Malmendier & Shanthikumar, 2007). Using a lab-in-the-
field experiment with senior police officers, we show that selection neglect persists in such a setting and
generates large and economically meaningful prediction errors. Studying practitioners further allows us
to leverage meaningful heterogeneity in experience with selected data and knowledge of the selected data
generating process. This heterogeneity reveals that selection neglect primarily reflects representational
failures rather than inattention or lack of effort, a distinction that is difficult to establish with standard

experimental samples.

A second contribution of the paper is to provide direct belief-level evidence linking selected crime data
to statistical discrimination in policing. A defining feature of policing is that not all crimes are observed,
and crime data is not a representative sample of the underlying crime. A broad consensus shows that
minorities are patrolled, stopped, searched, and arrested more often (Aggarwal et al., 2025; Ba et al., 2021;
Chen et al., 2023; Feigenberg & Miller, 2025; Gongalves & Mello, 2021; National Academies of Sciences,
Engineering, and Medicine, 2023; Pierson et al., 2020; Vomfell & Stewart, 2021). Due to these disparities in
crime observability across groups, crime data suffers from selection bias, with minorities overrepresented in
crime data (Gongalves, Mello, & Weisburst, 2025). While theoretical work has emphasized that inferences
drawn from selected crime data can generate group-level disparities even absent animus (Hiibert & Little,
2023), direct evidence on this link was missing. We show that selection neglect mechanically maps selection
bias into biased crime predictions, even when groups are abstract, true crime is held constant, and no
preferences or stereotypes are present. When crime data are asymmetrically selected across groups, officers
systematically form asymmetric crime beliefs. These results establish a micro-foundation for statistical
discrimination in crime beliefs, demonstrating that biased predictions can arise purely from a cognitive
inference error operating on selected data, consistent with prior findings from blind algorithms (Arnold
et al., 2025). This paper thus complements a growing body of work in policing that emphasizes the role
of cognitive and emotional mechanisms in officer decision-making (Dube et al., 2024; Ferrazares, 2025;
Holz et al., 2023; Owens et al., 2018).

Finally, our results highlight the representational nature of selection neglect. Officers don’t neglect
selection in crime data because this information is not available or because of computational issues, but
because they fail to correctly represent the inference problem. As a result, redirecting officers attention
or providing unbiased advice doesn’t eliminate neglect. In this sense, our paper contributes to a growing



literature showing the limits of algorithmic advice in other high-stakes settings, because experts like
judges and physicians override algorithms when they conflict with their own inference rule (Angelova
et al., 2025; Mullainathan & Obermeyer, 2022). More broadly, our findings contribute to an expanding
literature on how expert decision makers form beliefs from data (Arnold et al., 2018; Bhuller & Sigstad,
2024; Feigenberg & Miller, 2025; Prendergast, 2021).

The paper proceeds as follows. Section II introduces the setting of policing in Colombia and our
sample of police officers. Section III describes the experimental design and the empirical strategy. Section
IV presents the results on the extent, relevance, and robustness of selection neglect in crime predictions.
Section V explores the mechanisms driving neglect, using algorithmic advice to tell them apart. Section
VI documents the implications of this inference error across selection environments. Section VII discusses
related literature and concludes.

IT Setting

A Data-Driven Policing in Colombia

Policing in Colombia is explicitly data-driven. Station commanders and operational officers routinely
rely on administrative crime data to form beliefs about where and when crime is most likely to occur,
and to respond accordingly through patrol allocation and other operational decisions. While objectives
may differ across officers and contexts, accurate beliefs about the spatial and temporal distribution of
crime are a necessary input to any policing strategy. The primary source of information the National
Police of Colombia uses for these crime predictions is reported crime data. Internal monitoring systems
aggregate citizen crime reports across locations and time, and officers are trained to interpret variation
in reported crime as informative about underlying criminal activity. In practice, reported crime counts
are the dominant metric used to summarize crime patterns within an officer’s area of responsibility.

A central challenge, however, is that reported crime data is not a representative sample of crime.
Crimes enter administrative records only if they are reported by citizens, and the probability that a
crime is reported varies substantially across places, crime types, and populations. According to national
victimization surveys, only around 31% of crimes in Colombia are ever reported to the police (DANE,
2023). Reporting rates are high for some offenses, such as homicide, but extremely low for others, such
as extortion; they also differ markedly across urban and rural areas, and across the income distribution
2. As a result, two locations with identical underlying crime levels can generate very different volumes of
reported crime solely because crimes are observed with different probabilities.

This reporting-based selection creates a selection problem for belief formation. If officers treat re-
ported crime counts as a representative measure of underlying crime, variation in reporting behavior will
be mechanically confounded with variation in criminal activity. A rational decision-maker would therefore
need to adjust reported crime data for the probability that crimes are reported in order to form accurate

ZNational victimization surveys uncover systematic variation in reporting rates. The ECSC survey by DANE (2023)
documents that while 43% of crimes are reported in Bogotd, only 22% are in rural areas. Within Bogot4, citizens with higher
socioeconomic status (strata V and VI) are twice as likely to report a crime than lower status ones (strata I and II). In terms
of types of crime, while less than 25% of violence and extortion cases are reported, around half of vehicle thefts are reported,
and most homicides are.



beliefs about true crime levels. One might argue that officers fail to adjust reported crime for selection
simply because they lack sufficiently granular information about reporting behavior. While officers may
not observe reporting rates at fine geographic levels, coarse information about selection is available in vic-
timization surveys, and yet this knowledge is rarely operationalized in practice. Our experimental design
addresses this concern directly by making reporting rates fully observable, allowing us to test whether
officers adjust for selection when informational constraints are removed.

Importantly for our purposes, the selection problem of crime data is both transparent and plausibly
exogenous to individual officers’ short-run decisions. In the Colombian context, selection into crime
data is driven primarily by citizen reporting behavior rather than by discretionary police actions such as
stops or arrests 3. While policing may affect reporting over longer horizons through trust and visibility,
officers do not directly control whether specific crimes are reported at the moment the data are generated.
These features make Colombia an unusually well-suited setting to study belief formation from selected
data. Officers routinely rely on reported crime data to form beliefs; the selection process that generates
this data is simple, salient, and understandable; and selection is not mechanically tied to officers’ own
enforcement actions in the short run. This combination allows us to isolate whether expert decision-
makers correctly adjust for known data selection while abstracting from preferences, stereotypes, and
institutional constraints that confound inference in observational settings.

B Sample

Our participants are Captains of the National Police of Colombia, the rank that typically serves as station
commander and is directly responsible for interpreting crime data and forming crime predictions that guide
patrol allocation. We focus on captains because they are the officers who routinely work with reported

crime data in practice and whose beliefs about crime patterns are operationally relevant.

Logistics. — In September 2025, 202 captains of the National Police of Colombia were attending
the Police Postgraduate School (ESPOL) in Bogotd, completing the mandatory training required for
promotion to Major (NATO OF-4). These officers constitute the universe of captains eligible for promotion
in that cohort and were instructed by superior officers to attend our experimental session as part of their
training activities. Upon arrival, officers were invited to participate in a “Policing Science Study” and
were offered an incentive of USD 5 to 20. Eighteen officers (8.9%) declined to participate before receiving
any information about the experiment. Of the 184 officers who began the study, all but two completed
it, leaving a final sample of 182 participants and no evidence of endogenous attrition.

Final sample. — The final sample consists of 182 captains with substantial professional experience.
Officers have an average of 14 years of service in the National Police of Colombia (minimum 12 years),
and all hold at least an undergraduate degree, a requirement for promotion to this rank; 15% also hold a
master’s degree. Importantly for our purposes, participants have extensive experience making operational
decisions: 25% were serving as station commanders immediately prior to the training, and an additional
40% held operative positions involving the allocation of police resources. Because our sample consists of
captains eligible for promotion, it is, if anything, positively selected in terms of ability and experience.
In terms of demographics, 83% of participants are men, and ages range from 32 to 45 years (mean 36).

3See Gongalves, Mello, and Weisburst (2025) for how officer behavior determines selection into crime data in the US
context.



Overall, the sample comprises experienced practitioners who routinely interpret crime data in the field,
making them a particularly appropriate population to study belief formation from selected data.

IITI Design

Our experimental design isolates the belief-formation problem that police officers face when interpreting
crime data, abstracting from enforcement choices, institutional constraints, and incentives. In practice,
policing decisions depend on a variety of considerations, including objectives, resources, and strategic in-
teractions. Rather than attempting to replicate this complexity, our design focuses on a more fundamental
input to those decisions: officers’ beliefs about where crime is more likely to occur. We therefore study
crime prediction as a cognitive task in its own right. In the experiment, officers are repeatedly asked to
predict which of two locations experienced more crime based on available data. These predictions are not
treated as enforcement decisions and do not carry operational consequences. Instead, they are interpreted
as discrete elicited beliefs about relative crime levels, analogous to the implicit predictions officers form
when reading crime reports in the field. This abstraction is deliberate. By separating belief formation
from action, we are able to cleanly identify whether officers correctly account for data selection when
forming predictions. Throughout the paper, we therefore interpret experimental choices as measures of
crime prediction accuracy rather than as proxies for real-world policing behavior.

A Crime Prediction Task

We now describe the Crime Prediction Task, the core belief-elicitation environment in the experiment.
Participants observe fictitious data for two cities g € {A, B}, each consisting of a continuum of neighbor-
hoods. In each neighborhood gn, a number of crimes cg4,, occurs, which is unobservable to the participant.?
In every round, officers observe a pair of neighborhoods (A4,, B,) and are incentivized to predict which
neighborhood experienced more crime. One decision is randomly selected for payment, and participants
earn $5 if their prediction is correct. Using binary predictions allows us to cleanly identify whether officers
adjust reported data for selection or instead rely on reports at face value, without imposing an unfamiliar
belief-elicitation method.

To form predictions about the latent crime level cg4,, participants observe crime data. Specifically,
they see the number of reported crimes rg, and the reporting rate s, of each neighborhood, defined as the
probability that a crime is reported. Because crime observability is determined by reporting, reporting
rates govern the selection of crime data. Two neighborhoods with identical crime levels can therefore
generate different numbers of reports solely because of differences in reporting rates. In the first part of
the experiment, participants also observe demographic characteristics X ,—average age, unemployment
rate, and socio-economic status (SES).? These demographic variables serve two purposes. First, they act
as decoys that reduce the salience of the reporting rate. Second, if officers rely on demographics in a
setting where crime data are fully informative, their choices provide a measure of the extent to which

non-crime information enters routine crime predictions.

4(ities serve as abstract labels for groups that could differ in their crime distributions (e.g., socio-economic status or other
characteristics). By using abstract cities rather than socially salient groups, the design rules out taste-based discrimination
and isolates inference from selected data.

®In Colombia, residential areas are classified into socio-economic strata (estrato) ranging from 1 (low) to 6 (high). This
classification is used to set utility prices and target public services and is a familiar proxy for income for police officers.



Data-generating process. — Crime in each neighborhood is independently drawn from a city-specific
distribution, cgn, ~ N (pg, 0?), with no prior information provided about the distributional parameters.
Reporting rates sg, are drawn independently from a uniform distribution ¢/[0.1,0.9] and rounded to the
nearest multiple of five to ease computation. In principle, reported crimes follow 74, ~ Bin(cgn, sgn),
with E[rg,] = ¢gnsgn. Reported crime is therefore a selected signal of underlying crime, and the optimal
prediction adjusts for selection by scaling reports by the reporting rate, g, = 7¢n/Sgn. To isolate inference
errors from statistical noise, we fix reported crimes to their expected value, setting r¢, = cgnsgn. Under
this design, a decision-maker who correctly adjusts for selection always makes the correct prediction.
Any deviation from the optimal rule therefore reflects cognitive error rather than sampling variation.
Demographic variables X, are drawn independently from uniform distributions and are, by construction,

uninformative about crime.

Information provided to participants. — Participants are informed that each neighborhood has an
uncertain level of crime ¢4, and that reported crime depends on reporting behavior. They are explicitly
told that the reporting rate sg, represents the probability that a crime is reported, so that in expectation
Elrgn] = cgnsgn.6 To ensure comprehension, participants answer questions that require applying this logic
(e.g., inferring the number of crimes from reported crimes and reporting rates). By making the selection
process fully observable, the design rules out informational constraints about the data-generating process
and allows us to test whether officers adjust for selection when the relevant information is available.

B Experiment Structure

The experiment proceeds in stages that progressively build on this core prediction task. We begin by
measuring whether officers adjust for data selection when forming crime predictions in a baseline envi-
ronment where the reporting process is fully observable and sampling noise is eliminated. We then vary
the information environment to diagnose the mechanisms behind selection neglect, distinguishing failures
of attention from failures of computation. To rule out simple explanations based on numeracy or misun-
derstanding of the task, we separately measure participants’ basic arithmetic skills and comprehension of
the data-generating process. Next, we introduce systematic differences in data selection across abstract
groups to study whether selection neglect mechanically maps biased data into biased crime beliefs, even
when true crime is identical across groups. We further examine how these distortions evolve when data
selection becomes endogenous to past predictions, capturing a key feature of real-world data environ-
ments. Finally, we test whether a commonly proposed intervention —algorithmic recommendations that
correct for selection— can mitigate inference errors, or whether selection neglect extends to the rejection
of corrective advice. Throughout, we relate experimental behavior to officers’ self-reported beliefs about
the reliability of reported crime data in the field, linking laboratory inference errors to practitioners’

real-world mental models.

Introduction — After listening to the instructions, participants complete a brief training and answer
comprehension questions designed to verify their understanding of the data-generating process, including
the relationship between reported crime, reporting rates, and underlying crime. Incorrect answers are cor-
rected before participants proceed. Participants also complete a small number of incentivized arithmetic

questions involving the basic operations required to adjust reported crime for selection. These steps allow

SInstructions include examples such as: “Imagine that 200 crimes occurred in a neighborhood. If the reporting rate is
50%, we expect 100 crimes to be reported.”



us to assess whether observed prediction errors reflect misunderstanding or limited numeracy, rather than

inference failures, and are used only for diagnostic purposes in the analysis.
Figure 1: Crime Prediction Task Screens

(a) Part I - Low Selection Salience (b) Part II - High Salience and Algorithm

City A City B
City C
Zone 2 out of 10 Zone 2 out of 10
Zone 7 out of 12 Zone 7 out of 12

Reports 60 Reports 56

P P Reports. 42 Reports 96

i 9 i o
Reporting Rate 35% Reporting Rate 30% Reporting Rate 20% Reporting Rate 50%
Average Age 32 Average Age 26
Recommended by algorithm
Unemployment 18% Unemployment 13%
Click on a zone to select it

Socioeconomic Status 4 Socioeconomic Status 4

You hi h : Z fi City A
‘'ou have chosen: Zone from City Calculator

Calculator

Notes: Panel (a) shows the decision screen for Part I, in an example where the participant has guessed the neighborhood
from City A to have more crime. Note that in Part I, reports and reporting rates are accompanied by demographic decoys,
and that they are always presented as the first data sources. This makes it more difficult to to neglect selection. Panel
(b) shows the decision screen for Part II, in an example where the participant has not yet made a prediction but sees the
recommendation of the algorithm as a golden halo around the zone and a small span in the bottom. Algorithm predictions,
as detailed below, are only provided for the last six decisions of Part II and for a subset of participants. Without the
recommendation, the screen is identical but without the halo and the text at bottom. Note the on-screen calculator available

throughout the experiment.

Part I — The purpose of Part I is to elicit crime predictions in an environment where data selection
is present but not salient. Officers repeatedly predict which of two neighborhoods experienced more crime
while observing reported crime data alongside additional information that does not affect the optimal
prediction. This setting mirrors real-world contexts in which reporting bias is known but embedded

among multiple data sources rather than highlighted.

Part I consists of ten crime predictions across neighborhoods of cities A and B. In the first decision,
officers observe only the number of reported crimes in each neighborhood, providing a baseline check that
participants understand the task and interpret higher reports as indicative of higher crime. In the subse-
quent eight decisions, officers observe reported crimes, reporting rates, and demographic characteristics.
The demographic variables —average age, unemployment, and socio-economic status— are intentionally
uninformative about crime and serve to reduce the salience of the reporting rate. This allows us to
observe whether officers incorporate data selection into their predictions when it is not made focal. In
the final decision of Part I, officers choose which additional variable —out of the reporting rate and the
demographic variables— to observe alongside reported crime before making their prediction. Selecting
the reporting rate reveals that data selection enters the officer’s mental model of the inference problem,
while selecting any other variable indicates that selection is not treated as relevant for prediction. This
choice provides a direct measure of whether officers consider selection when interpreting crime data in a

low-salience environment.

Participants have 1 minute to make each prediction in Part I. To ease computations, officers can use
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a calculator on screen. We randomly select one prediction of Part I for payment, and pay $5 if officers
correctly guessed the neighborhood with the higher number of crimes.

Part II — Part II builds on the core prediction task by increasing the salience of data selection and
studying its implications in more structured environments. To avoid learning or carryover from Part
I, all decisions in Part II involve neighborhoods drawn from two new cities, C' and D. Officers make
twelve crime predictions, each comparing a pair of neighborhoods from these cities. Throughout Part II,
participants observe only the number of reported crimes and the reporting rate for each neighborhood; no
demographic information is shown. By removing decoy information, this environment makes the selection
information focal. As in Part I, participants have one minute to make each prediction, may use an
on-screen calculator, and one decision is randomly selected for payment.

We first study whether systematic differences in data selection across groups translate into asymmetric
crime predictions. Participants are randomly assigned to one of two selection environments. In the
Symmetric Selection condition, reporting rates for cities C and D are independently drawn from the
same distribution, as in Part I. In the Asymmetric Selection condition, one city has systematically higher
reporting rates than the other: sg, ~ U[0.1,0.6] and sp, ~ U[0.4,0.9], or vice versa, generating a 30
percentage point reporting gap in expectation. True crime is drawn symmetrically across cities, so any
persistent differences in predictions reflect the interaction between selection bias and officers’ inference.

We then examine how selection neglect interacts with endogenous data generation. For the last six
decisions of Part II, participants are further randomized into an Ezogenous Selection or an Endogenous
Selection condition. In the exogenous condition, reporting rates are drawn independently of past predic-
tions. In the endogenous condition, officers’ previous predictions affect future observability: if an officer

predicts higher crime in city ¢ in decision n — 1, the reporting rate in that city increases by 15 percentage

/
gn
crime beliefs and enforcement influence which events are subsequently observed (Ang et al., 2025; Chen

et al., 2023; Gongalves, Jacome, & Weisburst, 2025).

points in decision n, s;,, = sgn +0.15. This captures a key feature of real-world data environments, where

Finally, we test whether algorithmic recommendations mitigate or amplify inference errors. For the
last six decisions of Part II, participants are randomly assigned to one of three conditions: no algorithm
(Control), a Correcting Algorithm, or a Neglecting Algorithm. Both algorithms use reported crime data to
recommend which neighborhood likely experienced more crime, with some noise. The correcting algorithm
adjusts for reporting rates, while the neglecting algorithm relies only on raw reports. Participants are
informed of the type of algorithm they receive and may choose to follow or override its recommendation.
This design allows us to test whether algorithmic correction compensates for selection neglect, or whether
neglect extends to the rejection of corrective advice.

End Questions — After completing the experiment, participants answer a short, unincentivized sur-
vey. We ask officers to assess their own performance and whether they would like to receive feedback on
how to improve their crime predictions. Crucially, officers report their beliefs about the reliability of re-
ported crime data, including whether crime reports capture spatial and temporal crime patterns, whether
they are the best available data, whether citizens know how to report crimes, and whether reported data is
biased. These measures allow us to relate experimental inference errors to officers’ real-world beliefs about
crime data. Participants also report their years of experience in the National Police of Colombia and the
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nature of their most recent position (administrative, operative, or surveillance). Officers in surveillance
positions are those acting as station commanders and directly assigning patrols. Finally, participants
provide basic demographic information.

Table 1: Summary of Experimental Design

Ten crime predictions
First prediction: only see number of reports, sanity check
Part 1 Eight predictions: see number of reports, reporting rate, demographics
Tenth decision: see number of reports and 1 data of their choice

Twelve crime predictions
Higher salience of selection: only see number of reports, reporting rate
Part 1II All predictions: systematic selection treatment
Last six predictions: endogenous selection treatment and algorithm interventions

End Performance guess, trust in reported data, experience, and demographics

Why an Experiment

Identifying selection neglect in policing using administrative data is difficult because the object of inter-
est—how officers form beliefs from crime data—is not directly observed. Doing so would require exogenous
variation in the selection of crime data that is unrelated to officer behavior and to true crime, so that
changes in decisions could be cleanly attributed to inference rather than to incentives or constraints. In
practice, such variation is unlikely to exist. Selection into crime data is often determined by policing
itself through patrols, stops, and arrests, and even when driven by citizen reporting, reporting behavior
responds to police presence and trust (Ang et al., 2025). Moreover, changes in observability typically
affect criminal behavior, so shocks to selection do not leave crime unchanged (Gongalves, Jacome, &
Weisburst, 2025). As a result, observational data cannot disentangle how officers interpret selected crime
data from the behavioral and institutional processes that generate it. These challenges motivate an ex-
perimental approach. By exogenously varying data selection, holding true crime constant, and eliciting
crime predictions directly, the experiment isolates belief formation from enforcement behavior and allows
us to identify selection neglect in crime prediction.

C Empirical Strategy

Our analysis follows directly from the experimental design. For each officer and decision, we observe
which neighborhood gn they predict to have higher crime. For every decision, there is a unique accurate
prediction: choosing the neighborhood with the higher number of crimes cg,. Although officers do not
observe cgy,, the optimal prediction rule —ranking neighborhoods by adjusted reports maxg r¢pn/Sgn— is
always correct because we eliminate sampling noise from the reporting process. The optimal prediction
therefore does not depend on priors or assumptions about the underlying crime distributions. Throughout
the analysis, the unit of observation is the officer—decision pair. Because predictions are binary, we

summarize decision-relevant information using gaps between neighborhoods, A(z,) = x4, — Zpn.-

Our empirical strategy focuses on whether officers adjust for or neglect data selection when forming
crime predictions. In this setting, neglecting selection corresponds to ranking neighborhoods by reported
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crimes rgy, rather than by selection-adjusted reports r4,/s4,. Because reporting rates are independently
drawn across neighborhoods, ignoring selection does not always change the optimal ranking. In selection-
neutral decisions the neighborhood with more reports is also the neighborhood with more crimes. In
these cases, even an officer who ignores reporting rates makes the correct prediction. We therefore use
selection-neutral decisions as a benchmark that captures inference errors unrelated to selection neglect.
In contrast, in selection-sensitive decisions adjusting for selection reverses the ranking of neighborhoods.
In these cases, neglecting selection mechanically leads to an incorrect prediction. Selection-neutral and
selection-sensitive decisions are otherwise comparable in structure; they differ only in whether accounting
for selection affects the optimal choice.” The difference in prediction accuracy between selection-neutral
and selection-sensitive decisions therefore identifies prediction errors attributable to selection neglect.

While accuracy provides a natural measure of inference quality, it abstracts from the magnitude
of officers’ mistakes. If officers were only neglecting selection in cases where the underlying crime gap
is minimal, a large accuracy loss would not necessarily imply large prediction errors. To capture the
relevance of selection neglect, we define neglected crimes as the difference in crimes between the optimal
and the actual guess. This measure quantifies how much crime is mispredicted due to selection neglect,

not merely whether a prediction is correct.

"Formally, we denote selection-neutral decisions those that satisfy A(r,)A(r,/s,) > 0, while selection-sensitive decisions
satisfy A(rn)A(rn/sn) < 0. This distinction is not apparent in the data participants observe unless they do the calculations
to adjust for selection. For example, if r4 = 30 and rg = 60, then with reporting rates s4 = 21% and sp = 40% both raw
and adjusted reports imply higher crime in B, making this a selection-neutral decision. With s4 = 19% and sp = 40%, raw
reports still favor B, but adjusted reports imply higher crime in A, making this a selection-sensitive decision.
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IV  Selection Neglect in Crime Predictions

We begin by quantifying how much selection neglect reduces the accuracy of crime predictions. Panel
(a) of Figure 2 shows that in decisions where neglecting selection does not change the optimal prediction
(what we denote selection-neutral decisions), officers correctly predict crime in 77% of cases. In contrast,
accuracy falls to 41% when the correct prediction requires adjusting for selection (selection-sensitive
decisions). Table A.1 confirms this 36 percentage point drop in accuracy is significant (p < 0.001).
Furthermore, these average effects do not reflect a small number of extreme decision-makers: prediction
errors due to selection are widespread across officers, a pattern we document in the next section.

Figure 2: Accuracy Loss Due to Selection Neglect

(a) Selection and Accuracy (b) Selection and Neglected Crimes
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Notes: Panel (a) shows the average prediction accuracy, by prediction type. Panel (b) shows the average number of neglected
crimes —the difference in crimes between the optimal prediction and the actual one, by prediction type. Neglected crimes can
be interpreted as the average crime gap multiplied by the average inaccuracy rate. Both panels divide the data by whether
adjusting for selection was needed to make the accurate prediction. Selection-neutral predictions, where adjusting for selection
doesn’t change the optimal prediction, are depicted in black and in the left column; selection-sensitive predictions, where
adjusting for selection does change the optimal prediction, are depicted in blue and in the right column. Error bars in both
panels represent the 95% confidence interval of the mean, with standard errors clustered at the officer level. The horizontal
gray lines represent the expected accuracy and neglected crimes of a random decision-maker.

We next quantify the consequences of selection neglect in crime predictions. We examine how many
crimes officers miss relative to the optimal prediction, this is, the crime gap between neighborhoods in
inaccurate predictions. Neglected crimes translate the accuracy loss documented above into a metric
directly relevant for policing: how much crime goes unaccounted for because of inference error. While
this mapping might seem mechanical, it crucially depends on whether officers just neglect selection in close
calls, this is, decisions with a small crime gap between neighborhoods. If this was the case, a significant
loss in accuracy would not translate into a relevant increase in neglected crimes. The evidence shows the
opposite: selection neglect produces materially worse crime predictions.
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Panel (b) of Figure 2 finds that, while officers only neglect 3 crimes on average in predictions where
adjusting for selection is not needed, this number rises to 9.4 crimes in selection-sensitive decisions. On
average, officers miss 6.4 additional crimes (p < 0.001) due to selection neglect, representing roughly
40% the average crime gap. Figure A.1 provides further insight on why neglected crimes increase due
to selection: while selection-neutral predictions become easier as the underlying crime gap increases,
accuracy remains flat in selection-sensitive predictions. As a result, the accuracy loss due to selection
neglect is highest in precisely the situations where prediction errors carry the highest cost in terms of
neglected crimes.

Beyond reducing accuracy, selection neglect also systematically distorts crime beliefs. When reporting
rates differ, officers who neglect selection may interpret higher observability as higher crime. As a result,
differences in data selection can generate systematic asymmetries in crime predictions even when true
crime is the same. We test this implication by examining how officers’ predictions respond to differences
in reporting rates, conditional on the true crime gap. Table A.3 shows that officers are significantly more
likely to predict higher crime in neighborhoods with higher reporting rates: a 1 percentage point increase
in the reporting-rate gap increases the probability of predicting higher crime in that neighborhood by
0.3 percentage points. This pattern holds even when true crime is held constant, persists across parts of
the experiment, and is robust to including officer fixed effects. These results show that selection neglect

mechanically maps selection bias in crime data into biased crime predictions.

Neglecting the selection of crime data is not explained by confusion about the task or by limited math
skills. Table A.4 finds that selection neglect is robust among officers who answered all nine instruction
comprehension questions correctly and those who correctly answered all math questions. Similarly, ig-
noring selection causes an increase in neglected crimes for both groups. Although there is some evidence
that officers who lack the necessary math skills show more neglect, officers who have these skills still fail
to adjust for selection. In short, selection neglect arises despite understanding the task and having the

basic arithmetic needed to solve it.

The evidence so far shows that selection neglect is both large and costly. We now ask why officers
neglect selection: does selection fail to enter the prediction process in the first place, or does the adjustment

break down once it comes to mind?
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V  Mechanisms

A  Framework

We now delineate a simple conceptual framework to build intuition about the possible mechanisms of
selection neglect. To correctly adjust for selection in our setting, a decision maker must (i) recognize
data selection as a relevant feature of the inference problem and (ii) understand the selection process
to correctly incorporate it into predictions. We refer to failures at these two margins as extensive and
intensive selection neglect. These margins are conceptually distinct and empirically separable in our
design, though they need not operate sequentially.

At the extensive margin, selection neglect arises when data selection does not enter the decision
maker’s mental model of the inference problem. In our setting, crime prediction depends on two features:
the number of reported crimes and the process through which these reports are generated, captured by
reporting rates. If selection is not represented as a relevant feature, officers may rely on reported crime
counts alone, effectively neglecting selection. Prior work highlights two channels through which this can
occur. First, salience may draw attention to some features of the problem and not others (Bordalo et al.,
2023). Second, mental models determine which variables are treated as relevant for inference, so a model
that does not incorporate selection will mechanically generate neglect (Jehiel, 2018; Schwartzstein, 2014).

At the intensive margin, selection neglect arises when selection is represented as relevant but is not
correctly incorporated into predictions. Even conditional on recognizing that reporting rates matter, a
decision maker must understand the selection process well enough to apply the appropriate adjustment. In
our experiment, this adjustment rule is intentionally simple and follows directly from the data-generating
process: dividing reported crimes by the reporting rate yields the correct prediction.® Prior work shows
that individuals may fail to undo selection even when they are aware of it, either because they misun-
derstand how selection distorts the data or because the adjustment is cognitively demanding (Esponda &
Vespa, 2018; Farina & Herman, 2025; Jin et al., 2021).

Our experimental design allows us to test failures at both margins of selection neglect. To study
the extensive margin, we vary the salience of data selection and directly elicit whether officers treat re-
porting rates as relevant information for crime prediction. To study the intensive margin, we examine
whether officers who recognize selection correctly apply the adjustment, and how this varies with their
understanding of the data-generating process and with computational frictions. Finally, we use algo-
rithmic recommendations to further distinguish these channels: because following a correcting algorithm
eliminates computational costs, such recommendations should reduce neglect if failures are primarily com-
putational, but will be overridden if selection is not incorporated into officers’ mental models. Together,
these design elements allow us to separate failures of representation from failures of implementation in

crime prediction.

B Evidence on Two Margins of Selection Neglect

We begin by examining failures at the extensive margin: whether data selection enters officers’ mental
models of the crime prediction problem at all. In the final decision of Part I, officers choose which addi-
tional variable to observe alongside reported crime. Selecting the reporting rate indicates that selection

8Because reported crimes are fixed at their expected value, this adjustment is not only optimal but accurate.
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is treated as relevant for prediction. Figure A.4 finds that 36% of officers choose not to view the re-
porting rate, even though the data-generating process is transparent and the reporting rate is directly
informative about underlying crime. This pattern is not explained by confusion or lack of basic numeracy,
but varies systematically with officers’ professional experience. Officers whose most recent assignments
involved surveillance and patrol planning (tasks that rely heavily on interpreting selected crime data) are
20 percentage points (p = 0.035) more likely to incorporate reporting rates than administrative officers.
These results show that a substantial share of officers exclude data selection from their prediction models,
and that this exclusion is linked to differences in experience with selected data.

We next examine whether extensive-margin neglect reflects bottom-up inattention to selection infor-
mation or top-down mental models that do not incorporate selection. If neglect were primarily driven
by inattention, making selection more salient should reduce errors. To test this, we compare predictions
across environments with low and high selection salience. In Part I, reporting rates and crime reports
are shown alongside multiple uninformative variables; in Part II, these decoys are removed, making se-
lection visually unavoidable. Despite this increase in salience, Figure 3 shows that prediction accuracy in
selection-sensitive decisions does not improve. Selection neglect persists even when officers are forced to
attend to reporting rates. Together with the heterogeneity in information choice, this evidence suggests
that extensive-margin neglect is not primarily a salience or reminder problem. Selection fails to enter
predictions not because it is unseen, but because it is not represented as a relevant feature of the inference
problem.

Failures at the extensive margin, however, cannot fully account for the magnitude of selection neglect
we observe. A.1 documents that even among officers who choose to view reporting rates, and in environ-
ments where reporting rates are made salient and unavoidable, prediction accuracy remains substantially
lower in selection-sensitive decisions. This indicates that selection neglect persists even when selection
enters the inference problem, pointing to failures at the intensive margin. Conditional on recognizing that
reporting rates matter, there are two broad reasons why officers may still fail to adjust correctly. First,
they may hold an inaccurate understanding of how selection distorts reported crime data and how to
undo it. Second, even with the correct mental model, applying the adjustment may be cognitively costly,
leading officers to rely on simpler heuristics when computation is effortful.

We first examine whether failures at the intensive margin reflect differences in officers’ understanding
of how selection distorts reported crime data. Even conditional on recognizing that reporting rates matter,
officers may hold inaccurate mental models of the selection process and therefore fail to apply the correct
adjustment. To assess this channel, we study heterogeneity in selection neglect by officers’ beliefs about
the reliability of reported crime data. At the end of the experiment, officers report their agreement
with statements capturing whether crime reports accurately reflect spatial and temporal crime patterns,
whether citizens know how and where to report crimes, and whether reported data provide a biased
picture of underlying crime. We aggregate these responses into an index of reported data reliability, where
higher values reflect stronger beliefs that reported crime data faithfully represent true crime ?. Panel (b)
of Figure 3 shows a stark gradient: officers who are most aware of biases in reported data exhibit little
to no selection neglect (p = 0.298), while those who view reported crime as largely reliable display large
accuracy losses when adjustment is required — 48.8 percentage points (p < 0.001). This pattern suggests

9We follow Kling et al. (2007) and aggregate z-scores of each component of the index.
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Figure 3: Heterogeneity in Selection Neglect

(a) By Salience of the Selection Data (b) By Reported Data Reliability

g o ' g o > <
c c

2 S

© ©

9] Q<

© [

() )]

L 25 2 25

o o

> >

o (@)

[] (2]

[2] (%]

o o

a 4

> >

0 @)

© -50 © -50

3 3

3 3

< <

Low (Part 1) High (Part II) First Second Third
Selection Salience Reported Data Reliability (Tercile)

Notes: Panel (a) shows the accuracy loss due to selection —the estimated coefficient of selection-sensitivity on accuracy,
disaggregated by selection salience. The left bar plots the effect for Part I, with low selection salience, and the right bar plots
it for Part II, with higher selection salience. Error bars show the 95% confidence interval of the coefficient. Panel (b) shows
the accuracy loss due to selection, disaggregated by reported data reliability. This panel only uses prediction from Part II.
We plot the coefficient of selection-sensitivity estimated separately by terciles of reported data reliability. Error bars show
the 95% confidence interval of the coefficient. Diamonds show the optimal benchmark in both panels.

that, beyond simply attending to selection, correctly adjusting for it requires a deeper understanding of

how reporting behavior shapes observed crime data.

A second reason for intensive-margin failures is that, even with the correct mental model, implement-
ing the selection adjustment may be cognitively costly. Several pieces of evidence are consistent with this
interpretation. First, making accurate predictions in selection-sensitive decisions entails a significant time
cost: A.9 finds that response times are substantially higher when adjustment is required, but no such
cost appears in selection-neutral decisions. This pattern suggests that errors are not driven by general
inattention or low effort, but by the additional cognitive demands of selection-adjustment. Second, Figure
A2 shows many officers adjust only intermittently. While a majority exhibit lower accuracy in selection-
sensitive decisions, they do not consistently make errors across such decisions. Importantly, these same
officers maintain high accuracy in selection-neutral predictions, ruling out explanations based on random
responding or disengagement. Instead, the evidence is consistent with selective failures to implement the

adjustment when its cognitive cost is high.

A final piece of evidence comes from the use of the on-screen calculator. Calculator use can only
improve predictions for officers who both recognize the relevance of selection and understand how to
correct for it; it does not supply the adjustment rule itself. Consistent with this logic, Table A.1 finds

officers who use the calculator perform similarly to non-users in selection-neutral decisions (p = 0.983)
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but are 36 percentage points more accurate in selection-sensitive ones (p < 0.001). Among calculator
users, the accuracy loss due to selection neglect is sharply reduced and no longer statistically detectable
(p = 0.438). Together, these results highlight the interaction between the extensive and intensive margins.
Computational frictions matter, but only conditional on selection entering the mental model and being
understood. When both representation and computation are in place, selection neglect largely disappears;

when either margin fails, errors persist.

Selection neglect in policing is not a single error. Whether officers adjust depends first on whether
data selection enters their mental model of crime data (extensive margin) and then on whether this mental
model leads to the correct adjustment (intensive margin). This dual structure explains why some officers
never adjust, why understanding of the selection process is linked to less neglect, why many adjust only
intermittently, why adjustment depends on cognitive load, and why selection neglect disappears when

both understanding and computation are in place.

C Selection Neglect and Advice Override

We next use algorithmic recommendations as a diagnostic test of the mechanism underlying selection
neglect. If neglect reflected primarily computational frictions, providing a recommendation that already
adjusts for selection should substantially improve predictions by removing the need to perform the ad-
justment. In contrast, if neglect reflects an inaccurate mental model of how reported crime data should
be interpreted, officers may reject or override corrective recommendations when they conflict with their
(potentially wrong) inference rule. Comparing adherence to algorithms that do and do not adjust for
selection allows us to distinguish between these explanations.

To implement this test, officers are randomly assigned to receive either no algorithmic recommendation
(control), a correcting algorithm that adjusts reported crime for reporting rates, or a neglecting algorithm
that relies on raw reports. In both algorithm conditions, recommendations include some noise, so that
even the correcting algorithm’s recommendations are highly informative but not mechanically optimal in
every decision. In all cases, officers retain full discretion to follow or override the recommendation, and
are informed of whether the algorithm accounts for data selection. If officers’ inference model does not
incorporate selection, they may override the correcting algorithm when its recommendation contradicts
their neglecting rule, while following the neglecting algorithm because it validates that rule. In contrast, if
selection neglect reflects primarily computational frictions, officers should follow the correcting algorithm,
using it as a substitute for performing the adjustment, while overriding the neglecting one.

Panel (a) of Figure 4 shows that algorithmic recommendations do not reduce selection neglect. As
expected, the neglecting algorithm increases neglect, but the correcting one doesn’t change performance
with respect to the control group. To understand why a correcting algorithm fails to improve performance,
Panel (b) examines officers’ adherence to algorithmic advice. We classify officers based on their accuracy
in selection-sensitive decisions during the first six rounds of Part II, before algorithms are introduced.
Officers with high levels of selection neglect override the correcting algorithm in 69% of selection-sensitive
decisions, but override the neglecting algorithm only 18% of the time. Officers with low levels of neglect
display the opposite pattern, frequently overriding the neglecting algorithm while following the correcting
one. Thus, selection neglect extends to ignoring algorithmic recommendations: officers selectively adhere
to algorithmic recommendations when they align with their inference rule and override them when they
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Figure 4: Selection neglect and adherence to algorithm recommendations
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Notes: Panel (a) shows the accuracy loss due to selection —the estimated coefficient of selection-sensitivity on accuracy,
disaggregated by algorithm intervention. Error bars show the 95% confidence interval of the coefficient, with standard errors
clustered at the officer level. Panel (b) shows the share of selection-sensitive decisions in which officers override the algorithm
recommendation, dividing the sample in half according to their level of neglect in the first six decisions of Part II. The left
column shows officers with High Neglect —below-median accuracy (< 33%) in selection-sensitive decisions, while the right
column shows officers with Low Neglect —above-median accuracy. Both panels only use the last six decisions of Part II.
Colors show the algorithm treatments: Control in black, Correcting in blue, and Neglecting in orange.

conflict with it.

Panel (a) of Figure 4 finds that algorithms do not reduce selection neglect. Both algorithms improve
accuracy in selection-neutral decisions, but neither significantly increases accuracy in decisions where
adjusting for selection is critical. Why does an algorithm that literally points to the correct choice not
improve performance? Panel (b) suggests the answer: selection neglect extends to ignoring algorithmic
recommendations. We divide the sample in half, above and below the median accuracy (33%) for selection-
sensitive cases among the first six decisions of Part II (before the algorithms are introduced). Officers
with high levels of selection neglect override the algorithm that corrects their heuristic in 68% of selection-
sensitive decisions, yet override the neglecting algorithm only 20% of the time. Officers with low neglect
show the opposite pattern: overriding the neglecting algorithm while following the correcting one. In
other words, officers selectively trust algorithms when the recommendation validates their inference rule

and override them when the recommendation contradicts it.

These findings reinforce the two-margin structure of selection neglect. Algorithmic recommendations
eliminate the need to perform the selection adjustment, but they do not supply the missing inference
rule. Officers who neglect selection override corrective advice precisely when it conflicts with their mental
model, while following advice that validates it, paralleling findings from judicial settings in which judges
override risk-prediction algorithms and frequently make lower-quality decisions as a result (Angelova et al.,
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2025). Selection neglect therefore extends beyond independent inference to the interpretation of external
information: advice is filtered through existing inference rules rather than substituting for them. This
pattern is consistent with neglect arising from representational failures rather than from computational
difficulty alone.

VI Implications of Neglect Across Selection Environments

We have shown that selection neglect defines a stable mapping from the structure of data selection to
crime predictions. If this mapping is stable, then features that commonly characterize real-world crime
data should translate mechanically into biased crime beliefs. In particular, crime data are rarely selected
at random: reporting rates differ systematically across locations and groups, and observability is often
endogenous to past predictions and enforcement. Because these selection structures are central to policing
and more familiar to officers than purely random variation, it is an empirical question whether the extent
of selection neglect remains stable across these environments. In this section, we test this directly by
exogenously varying the selection process and examining how different selection structures affect crime
predictions.

A Asymmetric Selection Across Groups

So far, we have exploited random variation in selection rates within groups to show that selection neglect
maps differences in observability into prediction errors. In practice, however, selection into crime data is
rarely random: reporting and observability are asymmetric across locations and groups. In the United
States, Black and Hispanic individuals are overrepresented in crime data because they are more likely to
be patrolled, stopped, and arrested (Ba et al., 2021; Gongalves, Mello, & Weisburst, 2025). In Colombia,
crime reporting rates are asymmetric across areas and income groups (DANE, 2023). These features
imply persistent asymmetries in which crimes enter administrative data. If the selection-neglect mapping
identified earlier is stable in such environments, asymmetric selection across groups should translate
mechanically into asymmetric crime predictions, even when underlying crime was similar across groups.

We test this implication by experimentally varying the selection structure across abstract groups. In
the experiment, we represent groups as two abstract cities, each consisting of a set of neighborhoods.
The use of abstract groups rules out preferences, stereotypes, or priors about group-level crime. In the
baseline environment, selection is symmetric across cities: reporting rates for neighborhoods in both
cities are independently drawn from the same distribution, so the expected reporting-rate gap is zero. In
contrast, in the Asymmetric Selection treatment implemented in Part II, reporting rates for the two cities
are drawn from different distributions, generating an expected reporting-rate gap of 30 percentage points.
Importantly, underlying crime distributions remain identical across cities. Under this design, systematic
prediction asymmetries between cities can only be attributed to selection neglect.

Table A.7 documents that officers still neglect selection when it is asymmetric across groups. Be-
cause neglect remains stable in this environment, Figure 5 shows that asymmetric selection translates into
asymmetric crime predictions. Panel (a) indicates that officers in the Systematic Selection Bias treat-
ment are 20 percentage points (p = 0.006) more likely to predict higher crime in the over-selected city
than in the under-selected one, despite identical true crime levels. No such asymmetry appears in the
uniform-selection environment. Panel (b) shows that these asymmetric predictions persist across repeated
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decisions: 20.6% of officers in the systematic-selection condition predict the same city to have more crime
in all six decisions, compared to 5.5% in the uniform-selection condition, a rate consistent with chance.
Table A.8 confirms that these differences are statistically significant.

Overall, these results show that when selection is asymmetric across groups, as it is in crime data,
selection neglect maps it into persistent asymmetries in crime predictions, even in the absence of group-

specific preferences, incentives, or differences in true crime.

Figure 5: Asymmetry and persistence in crime predictions across selection environments
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Notes: Panel (a) shows the prediction asymmetry across cities: how much more likely the average participant is to predict
more crime in the city with higher average reporting rate, in percentage points. The left column shows officers in the Uniform
Selection Bias treatment, where reporting rates for both cities are equal in expectation. The right column shows officers in
the Systematic Selection Bias treatment, where reporting rates are 30 percentage points higher in expectation for one city.
The figure only includes the first six predictions of Part II. Error bars show the 95% confidence interval of the means, with
standard errors clustered by officer. The diamonds show the optimal benchmark: because both cities have the same number
of crimes in expectation, the optimal prediction is perfectly symmetric. The panel documents that when data selection is
systematically biased towards one group, officers become significantly more likely to predict higher crime within that group.
Panel (b) shows the share of officers who make persistent predictions, this is, consistently predict the same city to have higher
crime across the last six decisions of Part II. This share is disaggregated across selection environments. The left column
shows officers in the Uniform Selection Bias treatment, while the right column shows officers in the Systematic Selection
Bias treatment. Colors represent the endogeneity treatments. In black, we show officers in the Ezogenous Selection group,
where crime predictions don’t affect reporting rates, and in orange the Endogenous Selection treatment, where predicting
higher crime in one city increases reporting rates by 15 percentage points in that same city for the next decision. Error bars
show the 95% confidence interval of the means, with standard errors clustered by officer. The diamonds show the optimal
benchmark: because crimes are equally distributed across cities, the chance that it’s optimal to guess the same city in 6
consecutive decisions is 2 x 0.5° = 3.1%.

B Endogenous Selection

We next examine how selection neglect operates when data selection is endogenous to past predictions.
Thus far, we have shown that officers neglect data selection when observability is independent of their
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crime predictions. In many policing settings, however, predictions also influence which events become
observable in the future. For instance, crime predictions guide patrol allocation, which affects crime
observability, and enforcement decisions shape trust in the police and thus citizens’ willingness to report
crimes (Ang et al., 2025; Chen et al., 2023). When predictions affect selection, neglecting selection can
generate self-reinforcing cycles of bias: dynamic feedback loops in which predictions shape data selection
and neglected selection feeds back into subsequent predictions. In earlier sections, we established one side
of this cycle: when selection is exogenous, neglect mechanically maps it into biased crime predictions.
In this section, we close the loop by experimentally varying whether predictions affect selection, testing
whether endogenous selection generates cycles of persistent predictions.

To test this implication of neglect, we extend the crime prediction task to an environment in which
data selection is endogenous to past predictions. In the Endogenous Selection treatment, officers’ predic-
tions affect future observability: predicting higher crime in a given city increases its reporting rate in the
subsequent decision by 15 percentage points. In the control EFzogenous Selection condition, implemented
throughout the experiment, reporting rates are drawn independently of past predictions. Importantly,
the underlying crime distribution remains unchanged. If selection neglect is stable across these envi-
ronments, endogenous selection can transform prediction errors into persistent and self-reinforcing belief

cycles relative to the exogenous benchmark.

The results are consistent with endogenous selection generating self-reinforcing cycles of bias. First,
endogenous selection increases short-run prediction persistence. When selection is exogenous, officers are
as likely to predict higher crime in the same city in consecutive decisions as to switch cities. In contrast,
under endogenous selection, officers become 35.6 percentage points (p = 0.027) more likely to predict the
same city rather than switch. This increase reflects a mechanical feedback: once a city is predicted to
have higher crime, higher subsequent observability reinforces that belief under selection neglect. Second,
Figure 5 finds that this short-run persistence translates into longer-run persistent predictions. Under
endogenous selection, officers are 21 percentage points (p = 0.065) more likely to repeatedly predict the
same city across all six decisions, generating persistent crime predictions even though underlying crime
are identical across cities. This pattern is strongest when selection is also asymmetric across groups, when
37% of officers persistently predict higher crime in the same city, indicating that asymmetric selection
interacts with feedback in data generation to sustain cycles of bias in beliefs over time.

Taken together, these findings show that selection neglect defines a mapping from the selection en-
vironment to crime predictions and that this mapping is stable across selection environments common in
crime data. When selection is asymmetric across groups, neglect translates that asymmetry into system-
atically biased crime predictions. When predictions affect data selection, neglect generates self-reinforcing
cycles of bias in beliefs. Importantly, we find no evidence that the extent of selection neglect itself varies
across these environments; instead, different selection environments determine the implications of this
persistent inference error. These findings highlight why selection neglect is particularly consequential in
policing contexts and motivate a broader discussion of its implications for data-driven decision-making.
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VII Discussion

This paper studies how decision-makers form beliefs from selectively generated data, and documents
how selection neglect distorts crime predictions even when the data-generating process is transparent.
Using a lab-in-the-field experiment with police officers, we show that selection neglect is prevalent among
experienced practitioners and leads to large and economically meaningful prediction errors. We identify
two distinct margins underlying this bias: many officers fail to represent data selection as a relevant feature
of the inference problem, while others recognize selection but fail to correctly implement the adjustment.
Importantly, this inference error is stable across data environments and mechanically maps features of
crime data, such as asymmetric and endogenous selection, into systematically biased and persistent crime
beliefs. Together, these findings highlight how a cognitive bias in belief formation can have first-order
implications in data-driven systems such as policing.

Our findings build on a growing experimental literature documenting selection neglect in lab experi-
ments (Ali et al., 2021; Araujo et al., 2021; Barron et al., 2024; Enke, 2020; Esponda & Vespa, 2018; Farina
& Herman, 2025; Jin et al., 2021). Studying experienced practitioners allows us to extend this work in
two important ways. First, we show that selection neglect persists in a professional setting where partic-
ipants routinely work with selected data and have strong incentives to form accurate beliefs. Second, the
practitioner context provides meaningful heterogeneity in experience and domain-specific beliefs, which
we leverage to shed light on the mechanisms underlying neglect. Differences in officers’ understanding
of the reliability of crime data and their experience with selected information predict whether selection
enters their mental model and whether it is correctly incorporated into predictions. This heterogeneity
allows us to distinguish representational failures from computational frictions in a way that is difficult to
achieve with standard experimental samples. Consistent with this interpretation, prior work in the finan-
cial sector finds that selection neglect declines with trading volume and experience (Koehler & Mercer,
2009; Malmendier & Shanthikumar, 2007). More broadly, our findings complement a growing literature
documenting systematic biases in belief updating among criminal justice practitioners, including judges
and bail officers, highlighting the role of cognitive processes in high-stakes institutional settings (Arnold
et al., 2018; Bhuller & Sigstad, 2024).

A defining feature of policing is that not all crimes are observed, and crime data is not a representative
sample of the underlying crime. Who the police interact with, which crimes are observed or reported, and
which incidents enter administrative records all depend on non-random selection processes. In the United
States, there is broad consensus that minorities are patrolled, stopped, searched, and arrested more often
(Aggarwal et al., 2025; Ba et al., 2021; Chen et al., 2023; Feigenberg & Miller, 2025; Gongalves & Mello,
2021; National Academies of Sciences, Engineering, and Medicine, 2023). These disparities in enforce-
ment —and thus observability— generate selection bias in crime data, making minorities overrepresented
in administrative records (Gongalves, Mello, & Weisburst, 2025). This has motivated recent theories
of statistical discrimination in policing, which emphasize how inferences drawn from selected data can
generate group-level disparities even absent animus (Che et al., 2024; Hiibert & Little, 2023). What
has been missing, however, is direct evidence on whether neglect generates such discrimination at the
belief-formation stage. We fill this gap by showing that selection neglect mechanically maps selection into
biased crime predictions, even when groups are abstract and carry no social meaning, and in the absence

of preferences or stereotypes. In this sense, our findings establish that statistical discrimination in crime
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beliefs can emerge purely from a cognitive inference error operating on selected data. This contribution
complements a growing body of work in policing that emphasizes the role of cognitive and emotional
mechanisms in officer decision-making (Dube et al., 2024; Ferrazares, 2025; Holz et al., 2023; Owens et
al., 2018), situating selection neglect as a belief-based channel within this broader behavioral perspective
on policing.

By identifying selection neglect at the belief-formation stage, our results provide a micro-foundation
for statistical discrimination in criminal justice systems. Policing occupies a unique position in this respect
because it sits at the origin of the criminal justice data pipeline. Beliefs formed at this stage shape which
events and individuals become observable, which cases enter administrative records, and therefore the
data that downstream actors, such as judges and bail officers, use to form their own beliefs. When
beliefs are formed from selected data and selection is neglected, distortions arise even in the absence
of preferences or stereotypes. If similar inference processes operate at later stages of the system, belief
distortions generated at policing can be mechanically propagated through successive rounds of selective
observation and inference. In this way, selection neglect at the point where criminal justice data are first
produced can trigger a chain of belief-level statistical discrimination that extends beyond policing itself.

The dynamics we document are not specific to policing, but arise more generally in environments
where data are selectively observed and endogenously generated. In any domain where search of new
information is prediction-based (Callaway et al., 2021; Reutskaja et al., 2011), current predictions influence
which information become observable in the future, creating feedback between beliefs and data. When
inference errors are stable, such environments give rise to cycles of bias in which distorted beliefs shape
data generation and selected data reinforce those beliefs. This logic applies not only to human decision-
makers, but also to algorithmic systems trained on endogenous data. Evidence from predictive policing
and criminal risk assessment tools shows that algorithms trained on selected crime data can reproduce and
amplify existing biases, precisely because selection is embedded in the data-generating process (Arnold et
al., 2021, 2025; Lum & Isaac, 2016). In this sense, both human and algorithmic decision-makers operating
in endogenous data environments can inherit and propagate bias when selection is neglected.

A natural response to these inference errors is to improve information provision or rely on algorith-
mic advice to correct biased beliefs. Our results suggest that such approaches are insufficient when the
underlying problem is representational rather than informational. Officers do not neglect reporting rates
simply because they lack access to them; rather, selection does not enter their mental model of the in-
ference problem, so the information is neither demanded nor used. Consistent with this interpretation,
making reporting rates salient does not eliminate neglect, and algorithmic recommendations that correct
for selection are overridden when they contradict officers’ inference rules. Similar patterns have been doc-
umented in other high-stakes settings, where judges and physicians override algorithmic advice, limiting
its bias-correcting potential (Angelova et al., 2025; Mullainathan & Obermeyer, 2022). Together, these
findings suggest that interventions targeting information or computation alone are unlikely to succeed
unless they also address how decision-makers represent and reason about the data-generating process.

Our findings also point to several directions for future research. First, while we isolate selection
neglect at the belief-formation stage, an important next step is to study how distorted crime predictions
translate into outcomes in the field. Linking belief formation to enforcement behavior or judicial decisions

would help quantify the downstream consequences of selection neglect across the criminal justice system.
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Second, future work could explore interventions that target representation rather than information, such
as alternative framings of data, training focused on the data-generating process, or institutional designs
that reshape how selection enters decision-makers’ mental models. Finally, extending the analysis to other
professional contexts where data are selectively and endogenously generated, such as healthcare, hiring,
or finance, would help assess the generality of selection neglect and identify the environments in which it

is most consequential.
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A Appendix

Additional Figures and Tables

Figure A.1: Accuracy and neglected crimes by crime gap and prediction type
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Notes: This figure disaggregates Figure 2 by crime gap, this is, the difference in crimes between neighborhoods at each
prediction. Panel (a) shows the average prediction accuracy, by crime gap. Panel (b) shows the average number of neglected
crimes —the difference in crimes between the optimal prediction and the actual one, by crime gap. Neglected crimes can be
interpreted as the crime gap multiplied by the inaccuracy rate at that gap. Both panels further divide the data by whether
adjusting for selection was needed to make the accurate prediction. Selection-neutral decisions, where adjusting for selection
doesn’t change the optimal prediction, are depicted in black; selection-sensitive decisions, where adjusting for selection does
change the optimal prediction, are depicted in blue. Error bars in both panels represent the 95% confidence interval of the
mean, with standard errors clustered at the officer level.
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Figure A.2: Accuracy and neglected crimes by crime gap and prediction type
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Notes: This figure shows the cumulative distribution of officer-level accuracy by type of prediction. Both panels divide
the data by whether adjusting for selection was needed to make the accurate prediction. Selection-neutral decisions, where
adjusting for selection doesn’t change the optimal prediction, are depicted in black; selection-sensitive decisions, where
adjusting for selection does change the optimal prediction, are depicted in blue. The left panel uses all eight predictions from
Part I, the right panel uses the first six predictions from Part II.

Figure A.3: Distribution of accuracy loss due to selection neglect
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Notes: This figure shows the cumulative distribution of officer-level loss in accuracy due to selection, this is, the difference in
prediction accuracy in selection-sensitive relative to selection-neutral predictions. Negative values indicate officers who make
less accurate predictions when these are selection-sensitive. The solid black line uses all predictions from Part I. The dashed
blue line uses the first six predictions from Part II.
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Figure A.4: Choice to View Selection
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Notes: This figure shows the share of officers who choose to view selection for the last prediction of Part I. Panel (a)
divides the sample by performance in the math and instruction comprehension questions. The left column shows officers who
answered all math questions correctly, while the right column shows those who made at least one error. In black, we show
officers who answered all instruction comprehension questions correctly, while in black we show those who made at least one
error. Panel (b) divides the sample by the last assignment of the officer before entering the academy. Note that those with a
Vigilance assignment were in charge of predicting crime and assigning patrols. In both panels, error bars represent the 95%
confidence interval around the mean. The dashed line shows the sample-level mean at 64%.
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Figure A.5: Accuracy Distributions in Selection-Sensitive Decisions
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Notes: This figure shows the distribution of officer-level prediction accuracy in selection-sensitive decisions. Plots in the first
row show predictions from Part I, where data selection is less salient. Plots in the second row show prediction from Part
II, where data selection is made more salient. Columns separate the sample between officers who chose not to view the
reporting rate for the last prediction of Part I (left, in black), and officers who chose to view selection (right, in blue). When
comparing across columns, we notice the strong link between choosing to see selection and prediction accuracy in Part I,
where selection wasn’t salient. Once selection is made more salient in Part II, officers who hadn’t chosen to view it in Part I
(left column) don’t really improve accuracy but become more likely to systematically neglect it. For officers who already were
paying attention to reporting rates, the increase in salience doesn’t seem to have any effect. In both cases, salience doesn’t
mitigate neglect. While bottom-up salience increases the likelihood that selection comes to mind, it does not substitute for
having the correct adjustment rule.
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Table A.1: Prediction accuracy across decisions

Accuracy
Part I Part 11
(1) (2) (3) (4) (5) (6)
Constant 0.779 0.673 0.828 0.770 0.667 0.821
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Selection-Sensitive -0.358  -0.282 -0.418 -0.362 -0.323  -0.440
(0.000) (0.000) (0.000) (0.000) (0.003) (0.000)
View Selection 0.165 0.155
(0.007) (0.111)
Selection-Sensitive x View Selection -0.119 -0.047
(0.183) (0.704)
Use Calculator 0.081 0.002
(0.275) (0.983)
Selection-Sensitive x Use Calculator 0.270 0.361
(0.020) (0.002)
Observations 1,240 1,224 784 930 918 588
Dependent variable mean 0.507 0.507 0.532 0.467 0.472 0.515

Notes: Results from a linear regression with p—values in parentheses and standard errors clustered at the officer level.

The dependent variable Accuracy is a dummy that equals 1 if the prediction of which neighborhood had more crime was

accurate. Selection-Sensitive is a dummy that equals 1 if adjusting for selection is needed to make an accurate prediction.

View Selection is a dummy that equals 1 if the officer chose to view the reporting rate for the last decision of Part I. Use

Calculator is a dummy that equals 1 if the on-screen calculator was used for that prediction. Columns (1) to (3) use the eight

predictions from Part I, with Column (3) restricting the sample to those who chose to view selection in the last decision of

Part I. Columns (4) to (6) use all predictions in Part 11, excluding the last six predictions for participants randomized into

an algorithm treatment other than Control. Column (6) restricts the sample to those who chose to view selection in the last

decision of Part I.
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Table A.2: Neglected crimes across decisions

Neglected Crimes

Part I Part II

(1) (2) (3) (4)
Constant 9.880  10.466  3.026 1.741
(0.000) (0.000) (0.000) (0.034)
Selection-Sensitive 11.273  -8.718 6.367  -0.997
(0.000) (0.001) (0.000) (0.285)

Crime Gap -0.011 0.081
(0.799) (0.228)
Selection-Sensitive x Crime Gap 0.516 0.459
(0.000) (0.000)

Observations 1,240 1,240 930 930
Dependent variable mean 18.435 18.435  8.353 8.353

Notes: Results from a linear regression with p—values in parentheses and standard errors clustered at the officer level. The
dependent variable Neglected Crimes measures the prediction error in each decision: the difference between the highest
number of crimes across the two neighborhoods and the predicted neighborhood. Note that this variable takes a value of zero
if the prediction was correct, and the crime gap between neighborhoods if the prediction was wrong. Selection-Sensitive is a
dummy that equals 1 if adjusting for selection is needed to make an accurate prediction. Crime Gap measures the difference
in crimes between the two neighborhoods. Columns (1) and (2) use the eight predictions from Part I. Columns (3) and (4)

use all predictions in Part II, excluding the last six predictions for participants randomized into an algorithm treatment other

than Control.
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Table A.3: Effect of crime and reporting gaps in prediction probability

Predict A Predict C
Part 1 Part 11
(1) (2) (3) (4) (5) (6)
Constant 0.469 0.499
(0.000) (0.000)
Crime Gap 0.002 0.003 0.001 0.003 0.003  -0.001
(0.000) (0.000) (0.098) (0.011) (0.007) (0.674)
Reporting Gap 0.003 0.004 0.003 0.003 0.003 0.003
(0.000) (0.000) (0.000) (0.000) (0.000) (0.008)
View Selection x Crime Gap 0.002 0.006
(0.062) (0.009)
View Selection x Reporting Gap 0.000 0.000
(0.700) (0.980)
Fized-effects
Officer No Yes Yes No Yes Yes
Observations 1,224 1,224 1,224 918 918 918
Dependent variable mean 0.469 0.469 0.469 0.487 0.487 0.487

Notes: Results from a linear regression with p—values in parentheses and standard errors clustered at the officer level. The
dependent variable Predict A is a dummy that equals 1 if the neighborhood from city A was predicted to have higher crime
(Columns (1) to (3)). The dependent variable Predict C is a dummy that equals 1 if the neighborhood from city C was
predicted to have higher crime, using predictions from Part II (Columns (4) to (6)). Crime Gap is the difference in crimes
between the two presented neighborhoods at each prediction. Reporting Gap is the difference in reporting rates between
the two presented neighborhoods at each prediction, in percentage points. View Selection is a dummy that equals 1 if the
officer chose to view the reporting rate for the last prediction of Part I. Columns (1) to (3) use the eight predictions of Part
I, including the gap in demographic decoys as controls. Columns (4) to (6) use the first six predictions in Part II. Columns
(2), (3), (5), and (6) include officer fixed effects.
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Table A.4: Accuracy and neglected crimes by selection, robustness

Accuracy Neglected Crimes
Part I Part 11 Part 1 Part 11
(1) (2) (3) (4) (5) (6) (7 (8)
Constant 0.783 0.753 0.786 0.804 10.321 11.048  3.000 2.579
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.024) (0.001)
Selection-Sensitive -0.502 -0.364 -0.482 -0.423 16.620 11.322 8.184 7172
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
No Math Errors -0.006 -0.025 -0.683 0.042
(0.921) (0.790) (0.800) (0.978)
Selection-Sensitive x No Math Errors  0.211 0.178 -7.839 -2.680
(0.020) (0.166) (0.052) (0.195)
No Inst. Errors 0.070 -0.115 -3.093 1.509
(0.221) (0.248) (0.236) (0.346)
Selection-Sensitive x No Inst. Errors 0.036 0.197 -0.898 -2.602
(0.685) (0.114) (0.816) (0.204)
Observations 1,240 1,240 930 930 1,240 1,240 930 930
Dependent variable mean 0.507 0.507 0.467 0.467  18.435 18.435  8.353 8.353

Notes: Results from a linear regression with p—values in parentheses and standard errors clustered at the officer level. The
dependent variable Accuracy is a dummy that equals 1 if the prediction of which neighborhood had more crime was accurate
(Columns (1) to (4)). The dependent variable Neglected Crimes measures the prediction error in each decision: the difference

between the highest number of crimes across the two neighborhoods and the predicted neighborhood (Columns (5) to (8)).

Note that this variable takes a value of zero if the prediction was correct, and the crime gap between neighborhoods if the
prediction was wrong. Selection-Sensitive is a dummy that equals 1 if adjusting for selection is needed to make an accurate
prediction. No Math Errors is a dummy that equals 1 if the officer answered all math questions correctly. No Instruction
Errors is a dummy that equals 1 if the officer answered all instruction comprehension questions correctly on the first attempt.

Columns (1), (2), (5), and (6) use the eight predictions from Part I. Columns (3), (4), (7), and (8) use the first six predictions

in Part II.
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Table A.5: Heterogeneity in choice to view selection

View Selection

(1) (2)

(3)

Constant 0.577 0.576 0.281
(0.000) (0.000) (0.607)

Operative 0.062 0.068 0.007
(0.503) (0.466) (0.939)

Surveillance 0.207 0.200 0.119
(0.035) (0.044) (0.251)

Reported Data Reliability 0.086 0.112
(0.299) (0.226)

Observations 150 150 147
Dependent variable mean  0.653 0.653 0.653

Notes: Results from a linear regression with p—values in parentheses and standard errors clustered at the officer level. The
dependent variable View Selection is a dummy that equals 1 if the officer chose to view the reporting rate for the last decision
of Part I. Operative is a dummy that equals 1 if the officer’s last assignment was operative. Surveillance is a dummy that
equals 1 if the officer’s last assignment was in surveillance —predicting crime and assigning patrols. The reference group is
officers whose last assignment was administrative. Reported Data Reliability measures the officer’s perception of how reliably
reported crime data captures underlying crime, with higher values implying higher reliability. All Columns use data at the
officer level, as there is only one choice to view selection. Column (3) also includes as controls some officer-level variables:

their gender, age, and years of experience in the police.
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Table A.6: Heterogeneity in accuracy loss due to selection

Accuracy
Part I Part II
(1) (2) (3) (4) (5) (6)

Constant 0.788 0.782 0.788 0.732 0.732 0.754
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Selection-Sensitive -0.428  -0.358 -0.426  -0.378 -0.338  -0.400
(0.000) (0.000) (0.000) (0.001) (0.000) (0.000)
Operative 0.002 0.007  -0.009 -0.030
(0.971) (0.917) (0.921) (0.688)
Surveillance -0.038 -0.050  0.004 -0.034
(0.609) (0.465) (0.972) (0.706)
Selection-Sensitive x Operative 0.131 0.118 0.102 0.120
(0.168) (0.208) (0.433) (0.283)
Selection-Sensitive x Surveillance 0.082 0.104 0.015 0.064
(0.485) (0.343) (0.915) (0.611)
Report Reliability 0.115 0.124 0.278 0.281
(0.082) (0.068) (0.000) (0.000)
Selection-Sensitive x Report Reliability -0.255  -0.262 -0.394  -0.406
(0.010) (0.008) (0.000) (0.000)
Observations 1,216 1,224 1216 1,224 1,236 1,224
Dependent variable mean 0.512 0.511 0.512 0.467 0.462 0.467

Notes: Results from a linear regression with p—values in parentheses and standard errors clustered at the officer level.
The dependent variable Accuracy is a dummy that equals 1 if the prediction of which neighborhood had more crime was
accurate. Selection-Sensitive is a dummy that equals 1 if adjusting for selection is needed to make an accurate prediction.
Operative is a dummy that equals 1 if the officer’s last assignment was operative. Surveillance is a dummy that equals 1
if the officer’s last assignment was in surveillance —predicting crime and assigning patrols. The reference group is officers
whose last assignment was administrative. Report Reliability (Reported Data Reliability) measures the officer’s perception
of how reliably reported crime data captures underlying crime, with higher values implying higher reliability. Columns (1) to
(3) use the eight predictions from Part I. Columns (4) to (6) use all predictions in Part II, excluding the last six predictions
for participants randomized into an algorithm treatment other than Control.
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Table A.7: Selection Neglect across Selection Environments

Accuracy

(1) (2) (3)

Constant 1.000 0.565 1.000
(0) (0.000) (0.000)
Selection-Sensitive -0.591  -0.167  -0.600
(0.000) (0.260) (0.000)
Asymmetric -0.235 -0.455
(0.000) (0.000)

Selection-Sensitive x Asymmetric 0.230 0.449
(0.006) (0.034)
Endogenous 0.132  -0.345
(0.324)  (0.003)

Selection-Sensitive x Endogenous -0.214  0.236
(0.236) (0.146)

Endogenous x Asymmetric 0.523
(0.006)
Selection-Sensitive x Endogenous x Asymmetric -0.460
(0.127)

Observations 930 330 330
Dependent variable mean 0.467 0.455 0.455

Notes: Results from a linear regression with p—values in parentheses and standard errors clustered at the officer level. The
dependent variable Accuracy is a dummy that equals 1 if the prediction of which neighborhood had more crime was accurate.
Asymmetric is a dummy variable that equals 1 if the officer was randomized into the Asymmetric Selection treatment, where
neighborhoods from one of the two cities have a 30 percentage points higher reporting rate in expectation than the other
city. It equals 0 when the officer is in the Symmetric Selection treatment, where reporting rates for both cities are drawn
from the same uniform distribution, and thus are equal in expectation. Endogenous is a dummy variable that equals 1 if
an officer is randomized into the Endogenous Selection treatment, where predicting one city to have higher crime increases
reporting rates in that city by 15 percentage points in the next prediction. It equals 0 when the officer is in the Fzogenous
Selection treatment, where predictions don’t affect future reporting rates. Column (1) uses the first six predictions of Part
II. Columns (2) and (3) use the last six predictions in Part II, excluding officers randomized into an algorithm treatment
other than Control.
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Table A.8: Effects of selection environments

Chose High Rate Repeat Prediction Persistent Prediction

(1) (2) (3) (4)

Constant 0.496 0.532 0.056 0.000
(0.000) (0.000) (0.153) (1.000)
Systematic Bias 0.104 0.150 0.200
(0.006) (0.063) (0.134)
Endogenous 0.146 0.201 0.214
(0.028) (0.014) (0.065)
Systematic Bias x Endogenous -0.037 -0.148
(0.774) (0.486)

Observations 930 330 155 55
Dependent variable mean 0.549 0.609 0.232 0.164

Notes: Results from a linear regression with p—values in parentheses and standard errors clustered at the officer level. The
dependent variable Chose High Rate is a dummy variable that equals 1 if the city with the higher average reporting rate was
predicted to have higher crime. The dependent variable Repeat Prediction is a dummy that equals 1 if the city predicted
to have higher crime is the same as in the previous prediction. The dependent variable Persistent Prediction is a dummy
that equals 1 if an officer predicted the same city to have higher crime across the last six decisions of Part II. Systematic
Bias is a dummy variable that equals 1 if the officer was randomized into the Systematic Selection Bias treatment, where
neighborhoods from one of the two cities have a 30 percentage points higher reporting rate in expectation than the other
city. It equals 0 when the officer is in the Uniform Selection Bias treatment, where reporting rates for both cities are drawn
from the same uniform distribution, and thus are equal in expectation. Endogenous is a dummy variable that equals 1 if
an officer is randomized into the Endogenous Selection treatment, where predicting one city to have higher crime increases
reporting rates in that city by 15 percentage points in the next prediction. It equals 0 when the officer is in the Exogenous
Selection treatment, where predictions don’t affect future reporting rates. Column (1) uses the first six predictions of Part
II. Column (2) uses the last six predictions in Part II, excluding officers randomized into an algorithm treatment other than
Control. Column (3) aggregates the last six predictions of Part II at the officer level. Column (4) repeats this analysis but
excluding officers randomized into an algorithm treatment other than Control.
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Table A.9: Standardized response times by decision features

Standardized Response Time

Part I Part 11

(1) (2) (3) (4) (5) (6)

Constant -0.085  0.272 0.192 -0.114  0.298 0.071
(0.167) (0.038) (0.114) (0.119) (0.135) (0.683)
Accurate 0.167 -0.411  -0.481 0.245 -0.468  -0.434
(0.031) (0.003) (0.000) (0.004) (0.025) (0.021)
Selection-Sensitive -0.400  -0.365 -0.444  -0.317
(0.003)  (0.003) (0.032) (0.080)
Selection-Sensitive x Accurate 0.752 0.713 0.855 0.566
(0.000) (0.000) (0.001) (0.009)
Use Calculator 1.747 1.323
(0.000) (0.000)

Observations 1,240 1,240 1,240 930 930 930
Dependent variable mean 0.000 0.000 0.000 0.000 0.000 0.000

Notes: Results from a linear regression with p—values in parentheses and standard errors clustered at the officer level.

The dependent variable Standardized Response Time is the z-scored response time for each prediction. Accurate is a dummy
that equals 1 if the prediction of which neighborhood had more crime was accurate. Selection-Sensitive is a dummy that
equals 1 if adjusting for selection is needed to make an accurate prediction. Use Calculator is a dummy that equals 1 if the
on-screen calculator was used for that prediction. Columns (1) to (3) use the eight predictions from Part I. Columns (4) to

(6) use the first six predictions of Part II.
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